dkflo (‘;= :(-’I \

, The German Human Genome-Phenome
rchive

A national infrastructure for secure archival and
community-driven analysis of omics data
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Kubra Narci ~’~,on behalf of the GHGA consortium

1 Computational Oncology Group, Molecular Precision Oncology Program, NCT Heidelberg and DKFZ, Heidelberg, Germany.;2 German Human
Genome-Phenome Archive (GHGA, W620), Deutsches Krebsforschungszentrum, Heidelberg, Germany

What is GHGA?

NGS
Centers

GHGA is a newly established consortium with
the aim to build a national federated
Infrastructure to store and share human

omics data. P Y
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4 DFG competence centers
plus Heidelberg and
Munich

It Is funded as part of the National Research 47 COVID-19 Doto Portr IACOs
Data Infrastructure (NFDI eV.), via the DFG 1+MillonGenomes Technical
and It will act as the national node for the - Data Exchange Infrastructure
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federated European Genome-Phenome

Archieve (fEGA) . zenomDE

With 46 participants from 21 institutions, i ‘
GHGA Is organised in 6 data hubs across & Al

Germany combining leading institutions In 1 1 @
genomic medicine, major omics data Disease-related {4 de#NBI '
producers and HPC centers committed to communities =

provide scalable infrastructure.

Standardized and harmonized Next Generation Sequencing (NGS) analysis workflows

GHGA is going to be more than an archive.
With additional functionalities, we aim to bring
the algorithms to the data.

e Unified ©processing and standardized
workflows using platforms like nf-core for P prScomn ¢

large-scale omic data to democratize data Q
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processing and metadata.

variant calling annotation

e Processing existing and relevant datasets
relating to cancer and rare disease In the
same way to establish a cohort catalog with
comparable and ready-to-use data for the
research community.

e Automated and continuous benchmarking of
workflows to guarantee not only the technical
but also scientific high standards using GiaB

variant calling: P
SNPs, Indels, SV, CNV, MSI
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D Mandatory wees Core workflow
O Optional w= Germline variant calling

w== Tumor only variant calling

Example analysis pathways

nf-core/

B Tumor-normal pair variant calling

Adapted from: Fellows Yates, James A., et al. Peer 9 (2021).

nf-core/nanoseq :
Nanopore basecalling, demultiplexing, QC, alignment, and downstram analysis. Exqmples Of 'I'he GHGA workfIOws Co-prOd uced wrl'h fhe

(nf-core) community:
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weore roatae | o O o nf-core/SAREK: Short-read DNA variant calling
u il nanolyse nanoplo nanoblo I 1 samtools & e e o
() SOt O i iy S Y ' L nf-core/nanoseq:Nanopore long-read DNA-seq analysis
acst ) o w9 nf-core/scrnaseq: 10x single cell RNA-seq analysis

R — gagneurlab/DROP: Rare disease RNA-seq analysis
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What we are currently working on:

Protocols
s DNA

—;jirect RNA (align to(trlanscriptome) | O Resequh diqgnOS'I'iC qnq|y5is O RNA-Seq qLICIrl'l'ifiCCIﬁOn
wwmmss direct RNA + cDNA (align to genome ° ° . °
o Somatic variant calling o Benchmark analysis

Want to know more? Go to: www.ghga.de or get in touch under ghga-office@dkfz-heidelberg.de



http://www.ghga.de

